
LLM-Empowered State Representation for Reinforcement Learning

• Establishing Mappings from States to Task Rewards

Conventional state representations in reinforcement learning often omit critical task-related details, presenting 

challenge for value networks in establishing accurate mappings from states to task rewards.

• Lipschitz continuity and Training Efficiency

Utilizes LLM to autonomously generate task-related state representation and intrinsic reward python 

functions which help to enhance the Lipschitz continuity of value network mappings and facilitate efficient training

Code: https://github.com/thu-rllab/LESR

Lab: https://github.com/thu-rllab

My Github: https://github.com/BoyuanWang-hub
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More Task-Related State Representaions

Origin of Inspiration – A Toy Example

Navigate from the bottom left corner (circle) to the top right corner (triangle)

• Figure (b): The original state representations (x1, y1, x2, y2)

• Figure (c):  LLM-Generated state representations (x1, y1, x2, y2, d). d denotes the distance 

between the agent and the target. This modification facilitates easier learning, enhancing Lipschitz 

continuity and convergence.

Algorithm Framework

• Step 1: Utilize LLM to generate the state representation and intrinsic reward python functions 

• Step 2: For each python function candidates, initiate RL training to validate their effectiveness 

• Step 3: Provide the training performance and Lipschitz constant between state representations 

and rewards as feedback, enabling LLM to generate improved functions in the next iteration

Continuous and Discontinuous Scenarios

• Continuous Scenarios

Feedback LLM with the Lipschitz constant between each dimension of 

the LLM-generated state representations and the extrinsic reward. This 

assessment is crucial for guiding the LLM in identifying and eliminating 

undesired dimensions within the state representations.

• Discontinuous Scenarios

LESR with Discounted Return The Lipschitz constant between the 

LLM-generated state representations and the discounted return σ𝑡 𝛾
𝑡𝑟

LESR with Spectral Norm Use the spectral norm to estimate 𝐿𝑖𝑝 𝑉; 𝒮

as feedback to LLM. Calculating the spectral norm of the 𝑁 weight 

matrices 𝑊1, … ,𝑊𝑁of the value networks, 𝐿𝑖𝑝 𝑉; 𝒮 is bounded by 

ς𝑖=1
𝑁 ||𝑊𝑖||2, which is then presented to the LLM as feedback.

Theoretical Analysis

Why smoother net work mappings?

• Theorem 3.4: The mapping exhibiting a lower Lipschitz constant is 

easier to learn and can attain superior convergence.

Why Lipschitz constant is crucial for RL?

• Theorem B.4: Reducing 𝐿𝑖𝑝(𝑟;𝒮) lowers the upper bound of  𝐿𝑖𝑝(𝑉;𝒮) 

• Theorem B.8: Reducing 𝐿𝑖𝑝(𝑉;𝒮) enhance the convergence of 𝑉

Benchmark Results and Ablation Study

Robustness and Stability

Generalization and Adaptability

Testing on two novel scenarios

• Walker Jump 

• Walker Split Legs

Facilitate Efficient Training
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